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Abstract—Network virtualization has emerged as a powerful
way to fend off the current ossification of the Internet. A major
challenge is virtual network mapping, which is to assign substrate
resources to virtual networks (VNs) such that some predefined
constraints are satisfied and substrate resources are utilized in
an effective and efficient manner. Due to the NP-completeness of
this problem, a variety of heuristic algorithms have been pro-
posed. However, existing solutions rarely consider the inefficient
utilization of bandwidth resources due to the network traffic
fluctuation. In this paper, we study the opportunistic bandwidth
sharing in a single physical link among multiple virtual links
from different VNs. We formulate the problem of assigning time
slots to dispensable sub-flows with constraints on the performance
guarantee and the objective of minimizing the number of time
slots used, as an optimization problem. Two heuristic algorithms
HA-I and HA-II, which consider the problem from different
perspectives, are presented. Extensive simulations are conducted
to evaluate the effectiveness and efficiency of our algorithms.

Index Terms—virtual network embedding; opportunistic band-
width sharing; Chernoff bound; NP-complete

I. Introduction

Due to the competing policies and interests of its stake-
holders, the deployment of new technologies in the Internet is
painfully slow. Network virtualization [1–4] has emerged as
a promising approach to overcome this problem. In network
virtualization, traditional Internet service providers (ISPs) are
divided into : infrastructure providers (InPs) who maintain
physical/substrate networks (SNs), and service providers (SPs)
who purchase resources from multiple individual InPs to
build logical service networks, known as virtual networks
(VNs), on top of substrate networks and offer customized
value-added services to end users. This decoupling not only
brings flexibility of deployment of new architectures, but also
provides diversity of services in a competitive environment.

One of the fundamental problems in network virtualization
is the virtual network embedding/mapping (VNE) problem,
which maps each virtual node/link to a physical node/path such
that (i) some predefined constraints are satisfied and (ii) SN
resources are utilized in an effective and efficient manner. As
the VNE problem is proven NP-complete [5], many heuristic
algorithms [6–11] have been proposed.

Conventional VNE algorithms allocate dedicated bandwidth
resources to virtual links, however, the allocated bandwidth
is not fully utilized due to the network traffic fluctuation, as
shown in Auckland Data Trace [12]. In this case, the SP wastes
the purchased resources, and the InP loses potential customers.

Opportunistic spectrum access [13], which is proven to be an
effective way of making full use of the frequency spectrum,
gives us some inspirations: idle bandwidth in one virtual
link can be utilized by other virtual links. That is, we could
allocate bandwidth according to traffic fluctuations in virtual
links and allow several virtual links share certain common
bandwidth to achieve efficient utilization. We use opportunistic
bandwidth sharing to denote this concept; this is different from
the traditional bandwidth sharing where bandwidth is shared
among concurrent flows [14], i.e., multiplexing.

In this paper, we study the opportunistic bandwidth sharing
in a single physical link among multiple virtual links from
different VNs. We formulate the optimization problem called
the collision restricted assignment (CRA), which assigns time
slots to dispensable sub-flows to minimize the number of
time slots used. Two heuristic algorithms HA-I and HA-II
are presented to address this problem. HA-I adopts a greedy
approach, which is similar to first-fit [15]. In HA-II, we
relax CRA by the Chernoff bound [16], then prove the NP-
completeness of the converted problem, called the expectation
restricted assignment (ERA) problem, and develop heuristics
based on relaxation and first-fit. Simulations are conducted to
evaluate the effectiveness and efficiency of our algorithms.

Our contributions are summarized as follows: (i) To the
best of our knowledge, this is the first attempt to apply
opportunistic bandwidth sharing in VNE and provide the
formulation. (ii) We propose two heuristic algorithms HA-I
and HA-II to address CRA from two different perspectives.

The remainder of this paper is organized as follows. Sec-
tion II provides the basic model and problem formulation. An
optimal solution is given in Section III. HA-I and HA-II are
presented and analyzed in Sections IV and V. Our simulation
results are presented in Section VI. We overview the related
work in Section VII and conclude this paper in Section VIII.

II. Preliminaries
A. The Model

We consider a substrate link S L shared among multiple
virtual links VLi. Each virtual link VLi is associated with a
flow fi, and flows on different virtual links are assumed to
be independent of each other. To leverage the benefit of op-
portunistic bandwidth sharing, we assume that the bandwidth
sharing in the substrate network is based on time division
multiplexing (TDM), where the whole time is partitioned into



Fig. 1. An illustration of assignment of time slots to dispensable sub-flows

multiple frames with equal length, and each frame is further
divided into L equal time slots, ts1, ts2, . . . , tsL.

As it is difficult to capture the characteristics of network
traffic fluctuation, we use a simplified model: each flow fi
is composed of a basic sub-flow b fi, which exists all the
time, and a dispensable sub-flow d fi, which occurs with a
probability pi. We denote bi and di as the number of time
slots in each frame required by b fi and d fi, respectively.

B. Problem Formulation

Now we consider the time slot allocation by an InP for
opportunistic bandwidth sharing in a substrate link. Generally,
in order to obtain more profit, the InP wants the substrate link
to be shared by as many flows as possible. To achieve this,
multiple dispensable sub-flows are allowed to share a common
time slot with opportunities, while for each basic sub-flow, the
InP has no choice but to allocate the required number of slots.
So we will only consider dispensable sub-flows in the sequel.

To save time slots for upcoming flows, we prefer that each
time slot can be assigned to as many dispensable sub-flows
as possible, thereby, increasing its utilization. However, when
more than one dispensable sub-flows occur at the same slot,
a collision happens, which would bring down transmission
performance. Let Xi indicate whether dispensable sub-flow d fi
occurs, i.e., Pr[Xi = 1] = pi. For each time slot k, let Dk

denote the set of dispensable sub-flows it is assigned to, and let
Yk =

∑
i∈Dk

Xi. Then, the probability of a collision happening
at slot k, denoted by PC(Dk), is:

PC(Dk) = Pr[Yk ≥ 1]

= 1 −
∏
i∈Dk

(1 − pi) −
∑
i∈Dk

(pi

∏
j∈Dk , j,i

(1 − p j)) (1)

To break the utilization-collision tradeoff, we assume that
the probability of a collision happening at each time slot
can never go beyond a given threshold pth. Our objective
is to minimize the number of time slots used by all of the
dispensable sub-flows.

Problem 1: (Collision Restricted Assignment, CRA) Given
a set of n dispensable sub-flows d fi, i = 1, 2, . . . , n, each
requires di time slots with probability pi, and a threshold pth.
Find an assignment of time slots to these dispensable sub-
flows to minimize the number of time slots used, such that:
1) for each dispensable sub-flow d fi, the number of time slots
assigned to it is at least di; 2) for each assigned time slot, the
collision probability at that time slot is no more than pth.

Fig. 1 shows a feasible assignment. ts1 is assigned to three
sub-flows, d f1, d f2 and d f3, because they collide with a
probability 0.064 (by Eq. (1)), which is less then pth = 0.1. ts3
can not be assigned to d f2 and d f4 simultaneously, because
the collision probability is 0.3 · 0.4 = 0.12 > pth.

III. Optimal Solution

Inspired by the cutting stock problem1, we first present an
alternate formulation which can remove all of the collision
constraints. A pattern, is defined as a set of dispensable sub-
flows, such that even when a single time slot is assigned to all
of these dispensable sub-flows simultaneously, the probability
of a collision does not go beyond the threshold pth. For each
possible pattern j, let x j represent the times that pattern j ap-
pears in a feasible assignment. Then, CRA can be formulated
as the following integer linear programming (ILP):

min
h∑

j=1

x j

s.t.
h∑

j=1

a jix j ≥ di,∀i : 1, 2, ..., n

x j, nonnegative integer,∀ j : 1, 2, ..., h

(2)

In the above, h is the number of all possible patterns, and a ji

indicates whether d fi is included in pattern j.
Generally, Eq. (2) can be optimally solved using intelli-

gent exhaustive search approaches, such as backtracking and
branch-and-bound [18]. However, when every pi is very small,
the number of possible patterns can be exponentially large,
which will cost time to construct these patterns and to solve
the ILP. Thus, the ILP-based approach is difficult to be applied
in practice. In the next two sections, we develop two practical
heuristic algorithms.

IV. Heuristic I: Collision Restricted First-Fit

When each dispensable sub-flow requires one single time
slot, i.e., di = 1 for all i, we note that CRA is very similar
to bin packing2. The only difference is that, in bin packing,
the occupied size in each bin is the sum of sizes of all packed
items; in CRA however, the collision probability in a time slot
is not linear (nor multiplicative) of the occurring probabilities
of those dispensable sub-flows the time slot is assigned to.

First-fit is a straightforward heuristic algorithm with an
approximation factor of 2 for bin packing. Items are considered
in an arbitrary order, and for each item, first-fit attempts to
place the item in the first bin that can accommodate the item. If
not, the item is put into a new bin. As first-fit can be executed
online and has a low time complexity, we use the core idea
of first-fit to heuristically solve CRA due to their similarities.
The heuristic algorithm HA-I is shown in Algorithm 1.

1Cutting stock problem [17]: Given a number of rolls of paper of fixed
width waiting to be cut, yet different customers want different numbers of
rolls of various-sized widths, find a cutting method to minimize the waste.

2Bin packing [15]: Given n items with sizes s1,s2,...,sn ∈ (0, 1], find a
packing method in unit-sized bins that minimizes the number of bins used.



Here, Collision(tspos, d fi) is a function that returns the
probability of collision at tspos if tspos is assigned to d fi.
To calculate the collision probability efficiently, we adopt the
following approach. Let Dk be the set of dispensable sub-flows
that the time slot k is currently assigned to. Also let:

A(Dk) =
∏
i∈Dk

(1 − pi) and B(Dk) =
∑
i∈Dk

(pi

∏
j∈Dk , j,i

(1 − p j)),

then the collision probability PC(Dk) = 1 − A(Dk) − B(Dk).
When slot k is to be assigned to a new sub-flow d fl, then:

A(Dk ∪ {d fl}) = A(Dk)(1 − pl)
B(Dk ∪ {d fl}) = B(Dk)(1 − pl) + A(Dk)pl

(3)

which can be used to calculate the new collision probability.

Algorithm 1 The 1st Heuristic Algorithm for CRA: HA-I
INPUTS: d1, p1, d2, p2, . . ., dn, pn, and pth

For each dispensable sub-flow d fi: let count ← 0
While(count < di)

Let pos← 0
While(Collision(tspos, d fi) > pth)

pos← pos + 1
Assign tspos to d fi
count ← count + 1

V. Heuristic II: Expectation Restricted First-Fit

As there are many substrate links that need to handle
bandwidth sharing, we should keep the time slot assignment
algorithm as simple as possible. Although the calculation of
collision probability is much faster by Eq. (3) than Eq. (1), it
still requires five addition and three multiplication operations.
Hence, we propose another heuristic algorithm based on
Chernoff bound [16], which only uses one addition operation.

Theorem 1: let Dk denote the set of dispensable sub-flows
time slot k is assigned to, the probability of collision will be no
more than pth if µe1−µ ≤ pth, where µ = E[Y] = E[

∑
i∈Dk

Xi],
Xi indicates d fi, and e is the exponential constant.

Proof:

PC(Dk) = Pr[Y > 1] ≤ Pr[Y ≥ 1]

= Pr[Y ≥ (1 + δ)µ] (Let δ =
1
µ
− 1 > 0)

≤ (
eδ

(1 + δ)1+δ
)
µ

(Chernoff bound)

= µe1−µ

The theorem follows immediately.

Theorem 1 reveals a relationship between µth and pth, which
we use to modify the CRA problem by changing the constraint
on collision to capacity at each frame, and later show the new
problem is NP-complete.

Problem 2: (Expectation Restricted Assignment, ERA)
Given a set of n dispensable sub-flows d fi, i = 1, 2, . . . , n,
each requires di time slots with probability pi, and a threshold

pth. Find an assignment of time slots to these dispensable sub-
flows to minimize the number of time slots used, such that:
1) for each dispensable sub-flow d fi, the number of time slots
assigned to it is at least di; 2) for each tsk, the expectation of
number of sub-flows tsk is assigned to is no more than µth.

Theorem 2: The ERA problem is NP-complete.
Proof: Given an instance of bin packing, we construct a

corresponding instance of ERA by letting µth be the bin size,
p1, p2, ..., pn be the sizes of n items, respectively, and di = 1
for i. In doing so, we reduce bin backing to a special case of
ERA and prove ERA to be NP-hard. It is also easy to see that
ERA is in NP, and therefore, ERA is NP-complete.

Up to now, the original CRA problem has been transformed
into the ERA problem and we have proven it to be NP-
complete. From the proof, we immediately obtain a solution to
CRA by solving ERA with first-fit, as shown in Algorithm 2.
The calculation of expectation is linear, which takes only one
addition operation when a new dispensable sub-flow comes.
Hence, HA-II runs faster than HA-I.

Algorithm 2 The 2nd Heuristic Algorithm for CRA: HA-II
INPUTS: d1, p1, d2, p2, . . ., dn, pn, and µth

For each dispensable sub-flow d fi: let count ← 0
While(count < di)

Let pos← 0
While(Expectation(tspos, d fi) > µth)

pos← pos + 1
Assign tspos to d fi
count ← count + 1

On the other hand, the relaxation may decrease the number
of dispensable sub-flows one time slot can be assigned to,
which can lead to a performance degradation. To characterize
the relaxation gap, we depict the relationship between µth and
pth in Fig. 2(a). We notice that µth is smaller than pth, which
indicates that the relaxation by Theorem 1 may not be tight,
i.e., bandwidth can not be fully utilized if we do nothing more
than using first-fit to solve the ERA problem.

We use the following example for illustration: suppose tsk

is assigned to n independent sub-flows, each occurring with
the same probability p, then the probability of collision is:

Pr[collision] = 1 − (1 − p)n − np(1 − p)n−1 (4)

The expectation of the number of sub-flows is E[X] = np.
Fig. 2(b) shows the values of Pr[collision] and E[X] for n =
1, 2, ..., 10, from which we note that E[X] is much larger than
Pr[collision] for the same n.

For each E[X], we obtain a value of pth by Theorem 1. Table
I gives a comparison of E[X], Pr[collision] (we use Pr[c] in
the table) and pth. For instance, when n = 2 and p = 0.1, then
E[X] = 2 · 0.1 = 0.2, Pr[collision] = 1 − (1 − 0.1)2 − 2 · 0.1 ·
(1−0.1) = 0.01, pth ≥ E[X]e1−E[X] = 0.445, which means that,
if we use E[X] = 0.2 as the bin size, we only guarantee that
collision occurs with a probability no more than 0.445. In fact,
this probability is about 0.01 or much smaller than 0.445.



(a) µth ∼ pth (b) n ∼ collision and n ∼ expectation

Fig. 2. (a) shows the relationship between µth and pth, while (b) illustrates
Pr[collision] and E[X]

TABLE I
The Relaxation Gap

p = 0.1 p = 0.2
n E[X] Pr[c] pth E[X] Pr[c] pth

1 0.1 0 0.245 0.2 0 0.445
2 0.2 0.01 0.445 0.4 0.04 0.729
3 0.3 0.028 0.604 0.6 0.104 0.895
4 0.4 0.052 0.729 0.8 0.181 0.977
5 0.5 0.081 0.824
9 0.9 0.225 0.994

The main reason behind the above scenario is, mutual inde-
pendence is considered in CRA while ERA ignores it because
of the linearity of expectation. To make up the relaxation gap,
we replace µth by λµth in HA-II, i.e., Expectation(tspos, d fi) >
λµth. Here, λ ≥ 1 is used to control tradeoff.

VI. Performance Evaluation

In this section, we first describe our evaluation settings, and
then present the main evaluation results.

A. Evaluation Settings

Comparing our algorithms with previous work on virtual
network mapping is difficult because (i) it is the first attempt
to use opportunistic bandwidth sharing in virtual network
mapping, and (ii) we concentrate on the scenario of a single
substrate link. Therefore, our evaluation focuses primarily on
quantifying the benefits of opportunistic bandwidth sharing,
comparing HA-I with HA-II, and determining λ. In our simu-
lations (For more evaluations on other combinations of inputs,
please refer to our supplemental materials, available online
[19]), we let the number of slots required by each dispensable
sub-flow be uniformly distributed from 2 to H, i.e., H is
the higher bound of di. We uniformly generate pi from two
intervals: 0.05 to 0.1 and 0.05 to 0.2. To guarantee the delivery
of packets with a high probability, we assume that pth is 0.1.
Every data point is the average of 1,000 runs.

B. Evaluation Results

We first evaluate the effect of the number of dispensable
sub-flows on the number of time slots used, as showed in
Fig. 3. Here we let H be 10 and HA − II(x) stands for
HA − II with λ = x. The number of dispensable sub-flows
ranges from 10 to 100 with an increment of 10. The “total
slots” represents the total number of slots required by all of
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Fig. 3. Number of time slots used vs. Number of dispensable sub-flows
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the dispensable sub-flows, and is also the number of time
slots used if there is no opportunistic bandwidth sharing. We
also can see that opportunistic bandwidth sharing brings more
efficient bandwidth utilization and that the larger λ is, the more
bandwidth is saved. Another interesting point is that, the data
points are linear in shape, which indicates that the number
of slots used and the number of dispensable sub-flows have
linear relationships. As we expected, a larger λ in HA-II leads
to more possible combinations of dispensable sub-flows and
further improves the effect of opportunistic bandwidth sharing;
thus the slope of each line gets smaller when λ gets larger. We
find that HA-II(14) achieves almost the same effect as HA-I,
but HA-II is faster than HA-I.

Fig. 4 shows the time of 1,000 runs of HA-I and HA-II
with H = 30. We notice that HA-II(14) is faster than other
λ settings. The main reason is that, one time slot can be
assigned to more dispensable sub-flows when λ grows up, so
the average pos in HA-II becomes smaller. We also notice
that the gap between HA-I and HA-II becomes larger as the
number of dispensable sub-flows increases. Considering both
time consumptions and results, HA-II(14) is better than HA-I.

Fig. 5 shows the effect of the higher bound of di, i.e. H, on
the number of time slots used. The number of dispensable sub-
flows is set to be 50. H ranges from 5 to 50 with an increment
of 5. From these two figures, we also notice that opportunistic
bandwidth sharing leads to notable improvement on bandwidth
utilization and HA-II(14) requires nearly the same slots as HA-
I. Furthermore, we find that more slots are required when the
average of pi becomes larger.

Next, we try to find the empirical value for λ. In our
simulations, we find that the collision occurs with a probability
higher than pth = 0.1, i.e., the constraint is violated, when λ is
set to 15 or larger in Figs. 3(a), 3(b), 5(a) and 5(b). Through
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more evaluations (see our supplemental materials [19]), we
find the maximal allowable λ is about 10 when pth = 0.2, and
around 8 when pth = 0.3. To explain that, we let the maximal
value of pi is pmax and let:

1 − (1 − pmax)x − xpmax(1 − pmax)x−1 = pth

Therefore, the maximal allowable λ can be calculated by
λµth = xpmax. Here, λ can be used to achieve a tradeoff
between bandwidth utilization and transmission performance.

To sum up, bandwidth utilization can be more efficient
with opportunistic bandwidth sharing. HA-II is more flexible
and less time-consuming than HA-I; the value of λ can be
approximately calculated and used to achieve tradeoff between
efficiency and performance.

VII. RelatedWork

A. Network Virtualization

In networking literature, virtual private networks (VPNs)
and overlay networks share some similarities with network
virtualization. They all deal with selecting nodes to construct
paths. The differences are: (i) the mapping of nodes are pre-
determined in VPN while it is not in VNE [7, 8], (ii) only link
constraints are considered in VPN while both link and node
constraints are considered in VNE [7, 8], and (iii) overlays are
designed in the application layer on top of IP [4].

B. Virtual Network Embedding

A significant body of research has investigated techniques
for the VNE problem. Some work [7, 9] focused on the offline
problem, where all VN requests are known in advance. Exclu-
sive use of substrate nodes was considered in [6]. Attention
was paid to embedding with guaranteed load balancing in
[7]. A subgraph isomorphism detection based backtracking
algorithm was proposed in [11]. Multi-path routing support
and migration were envisioned in [10]. Linear programming
and rounding were used to solve the location-based mapping
problem in [8]. Some other research, such as [20], focused on
distributed embedding protocols/architectures.

VIII. Conclusions

This paper focuses on how to assign bandwidth resources
to multiple virtual links in a single substrate link with the help
of opportunistic bandwidth sharing. To the best of our knowl-
edge, it is the first attempt that combines virtual networking

mapping with opportunistic bandwidth sharing. We formulate
the problem as an optimization problem and develop two
heuristic algorithms, HA-I and HA-II. The effectiveness and
efficiency of our algorithms are confirmed by simulations. For
future work, we plan to investigate CRA with more realistic
parameters such as using continuous random variables to
represent flows and combine opportunistic bandwidth sharing
at the entire network level.
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